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Abstract—In mixed traffic scenarios, a certain number of pedestrians might coexist in a small area while interacting with vehicles. In this situation, every pedestrian must simultaneously react to the surrounding pedestrians and vehicles. Analytical modeling of such collective pedestrian motion can benefit intelligent transportation practices like shared space design and urban autonomous driving. This work proposed the sub-goal social force model (SG-SFM) to describe the collective pedestrian motion under vehicle influence. The proposed model introduced a new design of vehicle influence on pedestrian motion, which was smoothly combined with the influence of surrounding pedestrians using the sub-goal concept. This model aims to describe generalized pedestrian motion, i.e., it is applicable to various vehicle-pedestrian interaction patterns. The generalization was verified by both quantitative and qualitative evaluation. The quantitative evaluation was conducted to reproduce pedestrian motion in three different datasets, HBS, CITR, and DUT. It also compared two different ways of calibrating the model parameters. The qualitative evaluation examined the simulation of collective pedestrian motion in a series of fundamental vehicle-pedestrian interaction scenarios. The above evaluation results demonstrated the effectiveness of the proposed model.
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I. INTRODUCTION

FUTURE transportation systems are expected to become a highly mixed mode full of different types of traffic participants. This is an inevitable trend due to the development of urban areas. Mixed traffic scenarios imply more frequent vehicle-pedestrian interaction. In some cases, a certain number of pedestrians might coexist in a small area while interacting with vehicles. This requires each pedestrian to simultaneously react to the surrounding pedestrians and vehicles. We call this phenomenon the collective pedestrian motion under vehicle influence. This work focuses on the analytical modeling of such pedestrian motion.

The analytical modeling can benefit various intelligent transportation practices. For example, researchers can utilize the pedestrian model to simulate pedestrian behavior in mixed traffic scenarios. This could be analyzing the shared space design by generating collective pedestrian motion alongside moving vehicles in the shared space area. For another example, the pedestrian model can be used to create pedestrian-involved scenarios for the testing of urban autonomous driving algorithms. The scenarios could be customized to be uncommon or even adversarial, which are difficult to be observed in the real world. Furthermore, the pedestrian model could synthesize different pedestrian motion data that can possibly help the training of some data-driven approaches for pedestrian behavior modeling.

Within this context, we propose a generalized pedestrian model to describe the collective pedestrian motion under vehicle influence. A generalized model implies that the model is applicable to a variety of vehicle-pedestrian interaction scenarios. The scenario could be as simple as one pedestrian interacting with one vehicle or as complex as several groups of pedestrians interacting with a convoy of vehicles.

Early pedestrian models primarily focus on pure pedestrian-to-pedestrian interaction. In recent years, some pedestrian models started to consider vehicle-to-pedestrian interaction. However, these models have some drawbacks. Some models are by design not generalized enough [1], [2], [3]. Some do not have a generalized design, but they are not comprehensively evaluated [4], [5], [6], [7], [8]. To fill these gaps, we proposed the sub-goal social force model (SG-SFM), which is a generalized model, and systematically evaluated it to verify the generalization.

The proposed SG-SFM builds on the original social force model (SFM) [9], [10], which was proposed for microscopic crowd motion modeling. We selected the social force based modeling for two reasons. First, the SFM is a suitable and popular choice for describing collective pedestrian motion. It treats each pedestrian as a point mass of second-order dynamics that is subject to a conceptualized virtual force as the action due to the interaction effect. This makes it easy to be applied to any number of pedestrians at the same time. Second, the vehicle influence can be translated into an additional portion of the virtual force so that the ego pedestrian can simultaneously consider the surrounding pedestrians and vehicles. Following this reasoning, the SG-SFM introduced a new design of vehicle influence on the pedestrian motion. To integrate the vehicle influence as part of the virtual force, we utilized the sub-goal concept [11] to combine vehicle-to-pedestrian interaction with pedestrian-to-pedestrian interaction. In the original SFM, the pedestrian is directly driven to the final destination while considering the pedestrian-to-pedestrian interaction. But in the SG-SFM, with the sub-goal concept, a temporary goal is selected based on the
direction of the final destination and on how the ego pedestrian is interacting with surrounding pedestrians and vehicles. As a result, the virtual force is composed of two types of sub-forces. The first type describes the reactive action as the result of pure repulsion from interacting agents. The second type describes the proactive action that accounts for both the navigation to the final destination and the navigation around the interacting agents.

Once the pedestrian model is ready, the model parameters need to be carefully determined so that the model can achieve its best performance. This is usually done by repeating the process of manually tuning the parameters and visually inspecting the simulation results. The simulation refers to simulating the pedestrian motion under vehicle influence using the model. If a dataset is available, the parameters can be further refined by conducting parameter calibration. A common approach for calibration is to minimize the difference between the simulated pedestrian trajectory and the ground truth pedestrian trajectory. In this work, both manual tuning and calibration were applied. And the calibration employed the genetic algorithm. However, instead of just applying one dataset as was done in previous works [12, 13, 2], a total of three different datasets [3, 14] were applied. By showing good quantitative results over three different datasets, both the effectiveness and the generalization of SG-SFM was verified.

This work also explored calibrating the model parameters into different groups for different pedestrian characteristics. This is referred to as group calibration, while the common approach seeking only one group of parameters is referred to as universal calibration. The group calibration was done by firstly classifying pedestrians into different groups using K-means [15] and then calibrating a unique model for each group. Theoretically, the model refined by group calibration should have better performance than that by universal calibration. This was confirmed in the evaluation results, which serves as an additional clue to demonstrate the model effectiveness.

The pedestrian model can be evaluated in two ways. The first one is to simulate a number of pedestrians in vehicle-pedestrian interaction scenarios and observe if the pedestrian motion is realistic or not. The second one uses datasets. The pedestrian model is evaluated by calculating the scores of quantitative metrics like average displacement error (ADE) and final displacement error (FDE). To comprehensively evaluate the proposed SG-SFM, both were applied in this work. The former is referred to as simulation-based evaluation, while the latter data-based evaluation. A combined procedure of utilizing both evaluations was implemented. For the simulation-based evaluation, a series of systematically designed fundamental scenarios were proposed. They cover a variety of different types of vehicle influences on pedestrians. For the data-based evaluation, a better way of preparing data samples was adopted to ensure that the ego pedestrian trajectory in a data sample covers complete vehicle-pedestrian interaction. This subsequently led to a slight modification of the quantitative metrics. The new way of data sample preparation also applies to the parameter calibration.

The major contributions are summarized as follows:

- A generalized model named sub-goal social force model (SG-SFM) was proposed to describe the collective pedestrian motion under vehicle influence. The model inherited the framework of the original social force model but was redesigned and optimized to incorporate the vehicle influence. The sub-goal design was adopted to combine the navigation to the final destination with the navigation around surrounding pedestrians and vehicles.
- The proposed model was calibrated and evaluated over three different datasets. A new way of creating data samples was employed to ensure that each sample contains complete vehicle-pedestrian interaction. Model parameter calibration explored two approaches, universal calibration and group calibration. Data-based evaluation over different datasets verified that the model is generalized enough to be applied in different scenarios. The results can be served as a benchmark for modeling the collective pedestrian motion under vehicle influence.
- Besides the data-based evaluation, this work also conducted simulation-based evaluation. This was achieved by running systematically designed fundamental scenarios of vehicle-pedestrian interaction. The evaluation results further demonstrated the effectiveness and the generalization of the model to a variety of interaction patterns.

In the rest of the paper, section III gives the problem formulation. Section IV describes the modeling process. The proposed SG-SFM is detailed in section V followed by the model calibration in section VI and the model evaluation in section VII. Sections VIII and IX present the experiments and the corresponding results. Conclusions are drawn in section X.

II. RELATED WORKS

A. Pedestrian Motion Modeling

1) Analytical Modeling: Analytical pedestrian motion modeling could be either macroscopic or microscopic. Macroscopic modeling considers the motion of lots of pedestrians as a whole, in which properties such as pedestrian density and average walking speed and the change of them over time are the primary focus. Representative macroscopic pedestrian models are gas/fluid dynamics models [16, 17]. Microscopic models consider the behavior of individual pedestrians and the interaction among them. Popular models include magnetic model [18], cellular automata [19], and social force model [9, 10]. There are also some social force model variants [20, 21], which basically follow a similar idea of how the interaction is designed in the original social force model. These models are primarily used for interactive pedestrian motion simulation. A comprehensive review can be found in [22].

2) Data-driven Modeling: With the advancement of machine learning and the availability of an increased amount of pedestrian data, data-driven modeling has attracted lots of attention in recent years. Data-driven models are slightly different from analytical models, as data-driven modeling is more preferable for tasks like prediction and estimation, but not for interactive pedestrian motion simulation. Although the pedestrian motion is still somehow considered in prediction and estimation, it is different from pure pedestrian motion modeling. Data-driven models usually require a context condition as the
input, based on which the pedestrian’s behavior such as motion and intention can be estimated and predicted. In Bayesian framework, dynamic Bayesian networks [23] was successfully applied for pedestrian’s intention and future motion prediction, conditioned on the current pedestrian state. Using deep neural networks [24, 25], future pedestrian trajectory considering interaction can be predicted based on historical pedestrian trajectory. One of the pioneer works is Social-LSTM [24]. Reinforcement learning based approach [26] is another way of modeling pedestrian motion, which is more close to pure pedestrian motion modeling while it still somehow utilizes the (synthesized) data. There is a bunch of literature focusing on data-driven approaches. Since data-driven modeling is not the main focus of this research, interested readers are recommended to see a survey [27] of pedestrian models.

B. Social Force Model

1) Historical Development: Social force model is one of the most popular methods for interactive pedestrian motion modeling. It was initially introduced in 1995 to simulate crowd pedestrian dynamics [9]. After that, researchers made several improvements to the social force model. For example, to consider an extremely crowded situation where pedestrians might squeeze each other, the collision force for panic situation handling [10] was added. To better describe the pedestrian-to-pedestrian interaction, new designs of collision avoidance [28], [29], [30] were proposed. Recently, to consider more complex scenarios that also include vehicle-to-pedestrian interaction and environmental context, the ordinary social force model was extended to become the multi-layer social force model [5], [4], [6], [7]. In the extension, while the original social force model is applied as the bottom layer to describe the explicit pedestrian motion, additional layers were added to represent higher-level operations such as decision-making and path planning in the complex scenarios.

2) Vehicle Influence on Pedestrian: How the pedestrian motion is influenced by vehicles is a specific aspect of social force based pedestrian motion modeling. A straightforward solution is to treat the vehicle as a static obstacle [2] or as an agent that is similar to the pedestrian, but with a different shape such as an elliptic-like shape [5], [31], [32]. The vehicle influence can also be described as a combination of longitudinal and lateral effect [33] or by an influential point on an adjusted vehicle contour that considers some buffer space [8]. Another way of modeling vehicle influence is to modify the pedestrian’s high-level operations in multi-layer social force models. For example, the pedestrian’s decisions such as accelerating or decelerating can be determined based on the predicted conflict point between the pedestrian and the vehicle [4], [3]. If the vehicle’s reaction to the pedestrian is also considered, the game theory can be used to determine the priority [7]. There are some vehicle influence modeling approaches that are not specifically designed for social force models. Examples are the corporation-based trajectory planning [34] and the application of a binary function to determine whether or not the pedestrian is yielding to the vehicle [35]. However, in general, the majority of the vehicle influence designs are proposed for social force models.

3) Calibration and Evaluation: In the early stage, calibrating social force models were relying on empirically tuning the model parameters and observing the simulation performance [9], [10]. Later, the mainstream method has become using genetic algorithm [12], [13], [2] to minimize the difference between the simulated trajectories and the ground truth trajectories from certain datasets. Commonly used pedestrian-only datasets are ETH [20] and UCY [36]. Datasets including vehicles are SDD [37], HBS [3], CITR [14], and DUT [14]. Since the social force model by design is very complex, using an evolutionary algorithm like genetic algorithm is still the most popular approach.

Evaluating a social force model can be done either qualitatively or quantitatively. For the models that only consider pedestrian-to-pedestrian interaction, the conventional way of evaluation is to check the fundamental diagram, i.e., the relationship between average pedestrian speed and pedestrian density, and to observe the self-organization phenomena such as lane formation [22]. When vehicle influence is considered, the evaluation can qualitatively check if the pedestrian behavior is reasonable in the simulation of vehicle-pedestrian interaction [5], [4], [6], [3]. If the vehicle trajectory data is available, metrics that quantitatively compute the difference between the simulated pedestrian motion and the motion in the datasets [7], [8], [38] can also be used. The most common metrics are the average displacement error (ADE) and the final displacement error (FDE).

4) Application: The primary application of the social force model is pedestrian motion simulation. For example, pedestrian dynamics in an evacuation scenario can be analyzed [10]. Sometimes, it is also used for pedestrian tracking [39] and abnormal detection [40]. If the vehicle influence is considered, the model can be used to analyze the design of shared spaces [5]. A social force model can also be combined with other methods for the task of pedestrian path prediction [41]. In general, social force model provides basic descriptions for pedestrian motion, so it has a wide range of applications.

III. Problem Formulation

The problem of modeling collective pedestrian motion under vehicle influence is transformed as finding a mathematical model that can be applied to each pedestrian and update the pedestrian’s state as time evolves. The model associated with each pedestrian considers the state change of all surrounding agents (including vehicle) so that their influences are counted. The general form of such a pedestrian model \( f_{p_{ed}}(.) \) is defined as:

\[
s_{t+\Delta t} = f_{p_{ed}}(s_t, v_d, p_{des}, s_t, E_t),
\]

where \( s_t = [p_x, p_y, v_x, v_y]^T \) is the state vector consisting of the position \( p_x, p_y \) and the velocity \( v_x, v_y \) in 2D Euclidean coordinates. The expression \( f_{p_{ed}}(.) \) updates the pedestrian state \( s_t \) from the current time step \( t \) to the next time step \( t + \Delta t \), with \( \Delta t \) being the time step interval. \( v_d \in \mathbb{R}^+ \) is the desired speed and \( p_{des} = [p_{x,des}, p_{y,des}]^T \) is the destination position, which indicates that the pedestrian would like to reach \( p_{des} \) with speed \( v_d \) in an ideal situation where there is no influence. \( s_t \) represents the states of all surrounding agents,
including both pedestrians and vehicles. \( E_t \) is the environment context representing space layout and/or the locations of static obstacles.

The collective pedestrian motion under vehicle influence in a specific scenario is defined as a process:

\[
\mathcal{P} : \mathbb{C} \rightarrow \{ \tau^i \},
\]

where \( \mathbb{C} \) is the scenario configuration that specifies how the pedestrians are influenced by the vehicle. \( \tau^i \) is the generated trajectory of pedestrian \( i \), which is a sequence of states \( s_t^i \) starting from the starting time \( t = 0 \) to the end time \( t = t_{\text{end}} \) with time step interval \( \Delta t \). The process \( \mathcal{P} \) outputs a set of all pedestrian trajectories \( \{ \tau^i \} \), which represents the collective pedestrian motion. Algorithm 1 details the process \( \mathcal{P} \). Generally speaking, the motion of each pedestrian \( i \) is generated by applying the pedestrian model \( f_{\text{ped}}(.|\theta) \), which is initialized with \( s_{0}^i, v_{0}^i, \) and \( p_{\text{des}}^i \), under the influence of the vehicle. The vehicle motion is generated using a prescribed policy \( P_{\text{veh}} \). \( P_{\text{veh}} \) is a high-level representation that includes everything necessary to generate the vehicle motion. For example, the vehicle motion can be exactly the same as the motion in a data sample or generated by applying a path following controller to follow a pre-defined reference path.

Algorithm 1: Process \( \mathcal{P} \)

**Input:** Scenario \( \mathbb{C} = \{ (s_0^i), (v_0^i), (p_{\text{des}}^i), P_{\text{veh}} \} \)

**Output:** Collective pedestrian trajectories \( \{ \tau^i \} \)

for each pedestrian \( i \) do

initialize \( f_{\text{ped}}(.|\theta) \) with \( s_0^i, v_0^i, \) and \( p_{\text{des}}^i \);

end

initialize the vehicle using \( P_{\text{veh}} \); \( t = 0 \);

while \( t < t_{\text{end}} \) do

for each pedestrian \( i \) do

\[ s_{t+\Delta t} = f_{\text{ped}}(s_t, v_t, P_{\text{des}}, S_t, E_t); \]

// equation 1

end

use \( P_{\text{veh}} \) to update the vehicle motion;

\[ t = t + \Delta t; \]

end

In this work, the problem is defined as finding a pedestrian motion model \( f_{\text{ped}}(.|\theta) \) such that \( \forall \mathbb{C} \in \mathcal{F}_C \), the collective pedestrian motion \( \{ \tau^i \} \) generated by the process \( \mathcal{P} \) is effective. \( \mathcal{F}_C \) refers to a set of fundamental scenarios representing a variety of collective pedestrian motion under vehicle influence (details in section VII-B) and illustrated in figure 1. The word effective has two interpretations. First, the pedestrian motion must be collision-free. Second, the pedestrian motion patterns should be as realistic as possible.

IV. MODELING PROCESS

A modeling process was proposed to systematically design and evaluate the pedestrian motion model \( f_{\text{ped}}(.|\theta) \), where \( \theta \) is the model parameters. This is an iterative process including model design, parameter adjustment, and model evaluation, as shown in figure 1. It takes the advantages of both the data-based evaluation and the simulation-based evaluation. The major steps in the process are explained as follows:

- **Prototype Design:** This is the first step. It refers to analytically developing the pedestrian motion model \( f_{\text{ped}}(.|\theta) \) to meet the requirement. The overall design needs to consider the core characteristics of the pedestrian motion, while the parameters \( \theta \) are responsible for the details of the motion. Adjusting the values of \( \theta \) shouldn’t dramatically change the model performance.

- **Parameter Tuning:** Once the prototype is ready, the next step is to manually tune the parameters \( \theta \). The parameter tuning is conducted with the help of observing the pedestrian behavior generated by the process \( \mathcal{P} \) with different \( \mathbb{C} \) (equation 2). The value of each parameter must be justifiable according to the model design. For example, a parameter for a maximum force magnitude must be positive.

- **Simulation-based Evaluation:** The next step is to evaluate the tuned model over all fundamental scenarios \( \mathbb{C} \in \mathcal{F}_C \) using process \( \mathcal{P} \). If all the pedestrian motion is realistic enough, then the modeling process enters the parameter calibration. Otherwise, the unrealistic pedestrian motion needs to be analyzed and the possible reasons need to be identified. Based on the reasons, the modeling process either goes back to the parameter tuning and adjust the parameters again or goes further back to the prototype design and modify the model. The details of simulation-based evaluation can be found in section VII-B.

- **Parameter Calibration:** This step further refines the model by calibrating the parameters \( \theta \) utilizing the pedestrian datasets. The datasets covers several scenarios of vehicle-pedestrian interaction (see section VIII-A). If a fitness function \( J(\theta) \) is defined to describe the similarity between the motion generated by the model and the corresponding ground truth motion, then the calibration is
to find $\theta^* = \arg \min_\theta J(\theta)$. The details of the parameter calibration is presented in section VII.

- **Data-based and Simulation-based Evaluation:** After calibration, the model needs to be evaluated again. In this step, besides the simulation-based evaluation, data-based evaluation is also conducted as a supplement. The data-based evaluation utilizes a couple of metrics to quantitatively assess the model performance over data (details in section VII-A). If both evaluations show good results, it means the model performance is fairly good and the modeling process is completed. If not, possible reasons should be identified by analyzing the evaluation results and based on which the model prototype needs to be improved again.

The proposed SG-SFM was successfully developed by exactly following the above process. This process is also applicable to any other models that deal with collective pedestrian motion in a similar situation.

V. SUB-GOAL SOCIAL FORCE MODEL

This section describes the details of the sub-goal social force model (SG-SFM). The description starts with motion dynamics, then goes to the two categories of sub-forces, repulsive force and navigational force, and finally physical constraints of pedestrian motion.

A. Motion Dynamics

The motion of a pedestrian follows a point-mass dynamics. Let’s denote the pedestrian’s position as $p = [p_x, p_y]^T \in \mathbb{R}^2$, velocity as $v = [v_x, v_y]^T \in \mathbb{R}^2$, and acceleration as $a = [a_x, a_y]^T \in \mathbb{R}^2$, then the dynamics model is expressed as:

$$\frac{d^2 p}{dt^2} = \frac{dv}{dt} = a. \quad (3)$$

The above equation is solved by the time-stepping of Smart-Euler with time step $\Delta t$. The acceleration $a$ is obtained by:

$$a = \frac{F_{\text{total}}}{m}, \quad (4)$$

where $m$ is the mass of the pedestrian. $F_{\text{total}} \in \mathbb{R}^2$ is the total force that acts upon the point-mass dynamics, which represents the pedestrian’s action to accomplish certain tasks like reaching the destination or reacting to the change of environment.

The proposed approach does not follow the traditional design of splitting the total force $F_{\text{total}}$ into several categories such as destination force, pedestrian force, and vehicle force. Instead, the total force $F_{\text{total}}$ is spitted into only two categories, repulsive force $F_{\text{rep}}$ and navigational force $F_{\text{nav}}$:

$$F_{\text{total}} = F_{\text{rep}} + F_{\text{nav}}. \quad (5)$$

This is under the belief that the pedestrian’s action should be either reactive (repulsive force) or proactive (navigational force), or a combination of both. Therefore, these two forces can be expressed as $F_{\text{rep}} = f_{\text{rep}}(s, S, E)$ and $F_{\text{nav}} = f_{\text{nav}}(s, S, E|v_d, p_{\text{des}})$, where $s$ is the state of ego pedestrian and $S$ is a list of states of surrounding pedestrians and vehicles. For simplicity, the time notation $t$ is dropped. Repulsive force $F_{\text{rep}}$ is reactive, so it does not depend on the desired speed $v_d$ and the destination $p_{\text{des}}$. Navigational force $F_{\text{nav}}$ is proactive, so it depends on $v_d$ and $p_{\text{des}}$. The environment context $E$ mainly includes information of the static obstacles. The space layout is omitted here by assuming a large open shared space, as it can be easily added if necessary.

B. Repulsive Force

Repulsive force $F_{\text{rep}}$ keeps the ego pedestrian certain distance away from any vehicle, pedestrian, or obstacle. Therefore, it is a summation of all individual repulsive forces:

$$F_{\text{rep}} = \sum_i F_{\text{veh},i} + \sum_i F_{\text{ped},i} + \sum_i F_{\text{obs},i}, \quad (6)$$

where $F_{\text{veh},i}$ represents a repulsive force from a vehicle, and similarly, $F_{\text{ped},i}$ from a pedestrian and $F_{\text{obs},i}$ from an obstacle. Each force consists of a force direction (a unit vector) and a force magnitude. For clarity, the index $i$ is dropped in the following description.

1) Vehicle Repulsive Force: Since the vehicle is the most safety critical agent that has influence on pedestrians, we have a specific design of its repulsive force, which has the form:

$$F_{\text{veh}} = m_{\text{veh}} \cdot n_{\text{veh}}, \quad (7)$$

where $n_{\text{veh}}$ is the force direction and $m_{\text{veh}}$ is the force magnitude. Figure 2 illustrates how they are designed.

The force direction $n_{\text{veh}}$ has two choices. In the vehicle’s local coordinates, assuming the vehicle’s center position $p_{\text{veh}}$ is at origin and the vehicle is heading to positive x axis, the force direction $n_{\text{veh}}$ points to either positive y axis (ego pedestrian in the upper half plane, as shown in the green area of figure 2) or negative y axis (ego pedestrian in the lower half plane, as shown in the blue area of figure 2).

The force magnitude $m_{\text{veh}}$ is the multiplication of lateral magnitude $m_{\text{lat}}$ and longitudinal magnitude $m_{\text{lon}}$:

$$m_{\text{veh}} = m_{\text{lat}} \cdot m_{\text{lon}}, \quad (8)$$

which is also illustrated in figure 2. The lateral magnitude $m_{\text{lat}}$ decreases as the lateral distance $d_{\text{lat}}$ between the vehicle and the ego pedestrian increases:

$$m_{\text{lat}} = M_{\text{veh}} \cdot \exp(-\beta_{\text{veh}} \cdot d_{\text{lat}}), \quad (9)$$

Fig. 2. Illustration of the repulsive force from a vehicle. The force direction ($n_{\text{veh}}$) points to either positive or negative y axis (green and blue arrow). The force magnitude is the multiplication of the longitudinal magnitude ($m_{\text{lon}}$) and the lateral magnitude ($m_{\text{lat}}$). See detailed description in the text.
where $M_{veh}, \beta_{veh}$ are parameters for the exponential function. The longitudinal magnitude $m_{lon}$ is calculated as follow:

$$m_{lon} = \begin{cases} 1, & \text{if } -L_t < p_{x}^{ego} < L'_t \\ 1 - \frac{p_{x}^{ego} - L'_t}{d_x}, & \text{if } L'_t < p_{x}^{ego} < L'_t + d_x \\ 0, & \text{otherwise} \end{cases} \quad (10)$$

where $p_{x}^{ego}$ is the ego pedestrian $x$ position in vehicle’s coordinates. $L_t$ is the vehicle’s center-to-rear distance. $L'_t = L_t + \tau_x \cdot v_{veh}$ is the distance from the vehicle center to front impact area (the red solid line in figure 2). $L'_t$ considers both the center-to-front distance $L_t$ and the predicted motion of the vehicle, which is the longitudinal vehicle speed $v_{veh}$ multiplied by a parameter $\tau_x$. Beyond front impact area, a buffer distance $d_x$ is added to gradually reduce $m_{lon}$ to from 1 to 0.

This design mainly considers the vehicle’s future motion and the pedestrian’s unwillingness of staying inside the vehicle’s driving path.

2) Pedestrian Repulsive Force: Pedestrian repulsive force considers the geometric relationship between the ego pedestrian and a surrounding pedestrian, as illustrated in figure 3(a). It has the form:

$$\mathbf{F}_{rep}^{ped} = m_{rep}^{ped} \cdot \mathbf{n}_{rep}^{ped} \cdot \mathbf{p}_{rep}^{ped}. \quad (11)$$

In addition to force direction $\mathbf{n}_{rep}^{ped}$ and force magnitude $m_{rep}^{ped}$, the anisotropy $A_{rep}^{ped}$ of pedestrian repulsion is also considered, which describes the change of repulsion when the interacting pedestrian comes from different angle.

The force direction $\mathbf{n}_{rep}^{ped}$ is a unit vector pointing from the surrounding pedestrian’s position $\mathbf{p}'$ to the ego pedestrian’s position $\mathbf{p}$. The force magnitude $m_{rep}^{ped}$ decreases as the distance between two pedestrians increases:

$$m_{rep}^{ped} = M_{ped} \cdot \exp(-\beta_{ped} \cdot (||\mathbf{p}' - \mathbf{p}|| - 2R_{ped})), \quad (12)$$

where $M_{ped}, \beta_{ped}$ are parameters. $R_{ped}$ is the pedestrian’s radius which allows two pedestrians to slightly push and squeeze each other. The anisotropy $A_{rep}^{ped}$ is calculated as follow:

$$A_{rep}^{ped} = \alpha_{ped} + (1 - \alpha_{ped}) \cdot \frac{1 + \cos(||\mathbf{v} \cdot \mathbf{p}' - \mathbf{p}||)}{2}, \quad (13)$$

where $\mathbf{v}$ is the ego pedestrian’s velocity and $\alpha_{ped}$ is a parameter. The anisotropy allows a pedestrian from behind has less effect than a pedestrian in front.

3) Obstacle Repulsive Force: Obstacles usually have irregular shapes. To describe the effect from an obstacle, we select the closest point $\mathbf{p}''$ on the obstacle as the influential point, as shown in figure 2(b), then the obstacle repulsive force can be described in a similar way as the pedestrian repulsive force:

$$\mathbf{F}_{rep}^{obs} = m_{rep}^{obs} \cdot \mathbf{n}_{rep}^{obs} \cdot \mathbf{p}_{rep}^{obs}, \quad (14)$$

where $m_{rep}^{obs}$ is the force direction pointing from the influential point $\mathbf{p}''$ to the ego pedestrian’s position $\mathbf{p}$ and the magnitude:

$$m_{rep}^{obs} = M_{obs} \cdot \exp(-\beta_{obs} \cdot (||\mathbf{p}'' - \mathbf{p}|| - R_{ped})), \quad (15)$$

C. Navigational Force

Navigational force describes the pedestrian’s navigation around the surrounding agents while moving toward the final destination $\mathbf{p}_{des}$. It drives the ego pedestrian to change the walking velocity $\mathbf{v}$ to a target walking velocity $\mathbf{v}_{tar}$:

$$\mathbf{F}_{nav} = K_{nav} \cdot (\mathbf{v}_{tar} - \mathbf{v}), \quad (16)$$

where $K_{nav}$ is a parameter. The target velocity $\mathbf{v}_{tar}$ also changes at every time step, because the interaction situation changes as time evolves. This is achieved by identifying a temporary destination $\mathbf{p}_{temp}$ for the pedestrian to reach. The pedestrian also has a pre-defined desired walking speed $v_d$, which is the preferred speed when there is no interaction. With both $\mathbf{p}_{temp}$ and $v_d$, the target velocity $\mathbf{v}_{tar}$ can be obtained by:

$$\mathbf{v}_{tar} = v_d \cdot \frac{\mathbf{p}_{temp} - \mathbf{p}}{\sqrt{||\mathbf{p}_{temp} - \mathbf{p}||^2 + \sigma^2}}, \quad (17)$$

where $\sigma$ is a parameter that reduces the magnitude of $\mathbf{v}_{tar}$ when the pedestrian’s position $\mathbf{p}$ is getting close to $\mathbf{p}_{temp}$ [8].
Algorithm 2: Determining Temporary Destination

**Input:** ego pedestrian state s, states of surrounding agents S, destination position \( p_{des} = (\phi_{des}, d_{des}) \)

**Output:** temporary destination position \( p_{temp} = (\phi_{j*}, d_{j*}) \)

**Parameters:** \( N_j, r_{nav}, d_{nav}, R_{ped} \)

set of candidate directions \( S = \{ j | 0 \leq j \leq N_j, j \in \mathbb{N} \} \);

for \( j \in S \) do

\[ \phi_j = \phi_{des} + (j - \frac{N_j}{2}) \cdot r_{nav}; \] // see figure 4(a)

if no obstruction in direction \( j \) then

\[ d_j = d_{nav}; \]
\[ c_j = \text{None}; \]

else

\[ d_j = ||p - p_j|| - R_{ped}; \]

if obstructed by vehicle front impact area then

\[ c_j = \text{Front}; \]

else

\[ c_j = \text{Other}; \]

end

end

set of passable directions \( S^p = \{ j | d_j = d_{nav}, \forall j \in S \}; \)

if \( S^p \neq \emptyset \) then

// see figure 4(b)

\[ j^* = \arg \min_j |\phi_j - \phi_{des}|, \forall j \in S^p; \]

else

set of directions not facing vehicle front \( S^n = \{ j | c_j \neq \text{Front}, \forall j \in S \}; \)

if \( S^n \neq \emptyset \) then

// see figure 4(c)

\[ j^* = \arg \min_j |\phi_j - \phi_{des}|, \forall j \in S^n; \]

else

// see figure 4(d)

get ego pedestrian’s velocity angle \( \phi_{ego}; \)

if \( |\phi_{ego} - \phi_j| < |\phi_{ego} - \phi_{N_j}| \) then

\[ j^* = 0; \]

else

\[ j^* = N_j; \]

end

end

To determine the temporary destination \( p_{temp} \), the ego pedestrian considers both the current and the expected positions of surrounding agents with respect to the direction from the ego pedestrian to the final destination \( p_{des} \). This process is illustrated in figure 4 and presented in algorithm 2. Generally speaking, the temporary destination \( p_{temp} \) is determined with respect to the ego pedestrian’s local polar coordinates. The final destination \( p_{des} \), along with the states of surrounding agents \( S \) as the input to the algorithm, is rewritten as \( p_{des} = (\phi_{des}, d_{des}) \), where \( \phi_{des} \) is the direction and \( d_{des} \) is the distance. In algorithm 2, the first step is to create a set of \( N_j \) candidate directions \( S \) centered around \( \phi_{des} \). Then for each direction \( \phi_j \), the navigation range \( d_j \) and the obstruction type \( c_j \) are calculated. Finally, the temporary destination \( p_{temp} \) is found based on \( \phi_j, d_j, \) and \( c_j \):

\[
p_{temp} = (\phi_{j*}, d_{j*}). \tag{18}
\]

There are some parameters in algorithm 2. \( N_j \) is the number of candidate directions, \( r_{nav} \) is angle between two adjacent directions, \( d_{nav} \) is the maximum navigation range, and \( R_{ped} \) is the radius of pedestrian.

D. Total Force Limit

The total force \( F_{total} \) is limited according to the maximum acceleration \( a_{max} \) and maximum speed \( v_{max} \) of the pedestrian, as the pedestrian motion cannot be changed abruptly in reality. As shown in figure 5, \( F_{total} \) is firstly interpreted as an acceleration vector \( \mathbf{a} = F_{total}/m \). If \( ||\mathbf{a}|| > a_{max} \), the acceleration vector is modified as:

\[
\mathbf{a}' = a_{max} \cdot \frac{\mathbf{a}}{||\mathbf{a}||}. \tag{19}
\]

Then the expected new velocity vector \( \mathbf{v}' = \mathbf{v} + \mathbf{a}' \cdot \Delta t \) is calculated, where \( \mathbf{v} \) is the current velocity vector. If \( ||\mathbf{v}'|| > v_{max} \), we further modify the acceleration vector:

\[
\mathbf{a}'' = \frac{1}{\Delta t} \cdot (v_{max} \cdot \frac{\mathbf{v}'}{||\mathbf{v}'||} - \mathbf{v}). \tag{20}
\]

Finally the total force is updated as:

\[
F_{total} = m \cdot \mathbf{a}'' \tag{21}
\]

VI. Parameter Tuning and Calibration

The model parameters are adjusted by both tuning and calibration to improve the model performance. Table I shows the parameters to be tuned and calibrated, respectively. Parameter tuning does not use dataset. All parameter values are manually adjusted based on the understanding of the prototype model and the feedback from the pedestrian behavior in simulation. The effectiveness of the manually tuned parameters is verified by the simulation-based evaluation. As a result, the model can achieve coarse but reasonable pedestrian motion. Parameter calibration uses dataset. It further adjusts part of the parameters that are tuned in the previous step. These parameters are responsible for the pedestrian’s detailed behavior. For example, how the magnitude of a repulsive force decreases as the distance increases (the exponential relationship in equation 9 or equation 12). This work applies the genetic algorithm to conduct parameter calibration.
TABLE I
SUMMARY OF PARAMETERS IN THE SUB-GOAL SOCIAL FORCE MODEL

<table>
<thead>
<tr>
<th>Category</th>
<th>Param. for Tuning</th>
<th>Param. for Cal.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ped. Repulsive Force</td>
<td>( \beta_{\text{ped}} )</td>
<td>( \beta_{\text{ped}} )</td>
</tr>
<tr>
<td>Veh. Repulsive Force</td>
<td>( \beta_{\text{veh}} )</td>
<td>( \beta_{\text{veh}} )</td>
</tr>
<tr>
<td>Navigational Force</td>
<td>( K_{\text{nav}}, r_N, d_{\text{nav}} )</td>
<td>( K_{\text{nav}}, N_j, d_{\text{nav}} )</td>
</tr>
</tbody>
</table>

A. Data Preparation

1) Creating Samples: Each dataset is partitioned into a certain number of scenarios. A scenario is extracted to include continuous and complete interactions between pedestrians and vehicles. Each scenario is further partitioned into individual data samples. In each sample, a pedestrian is selected from the scenario as the ego pedestrian, while other pedestrians and the vehicles are treated as the surrounding agents. A scenario of \( n \) pedestrians can be partitioned into \( n \) individual samples. Note that the trajectory length of each individual sample is varied. This is different from the common setting of the dataset containing pedestrian-only scenarios [20]. The varied length can ensure that the ego pedestrian goes through complete interaction with the vehicle.

2) Destination: The SG-SFM requires a destination \( p_{\text{des}} \) as the input. The destination is estimated by extending the ground truth trajectory of the ego pedestrian:

\[
p_{\text{des}} = p^g_0 + l_{\text{des}} \cdot (p^g_k - p^g_0),
\]

where \( p^g_0 \) and \( p^g_k \) are the first position and the last position of the trajectory, respectively. \( l_{\text{des}} \) is the extended length. In this work, we choose \( l_{\text{des}} = 5m \).

3) Desired Speed: Another required input to the SG-SFM is the desired walking speed \( v_d \). The ego pedestrian in each data sample should have his/her own \( v_d \). The \( v_d \) is obtained in two steps. First, the portion of the ego trajectory at which the pedestrian is walking is identified. A walking status is determined based on if the pedestrian’s speed is larger than a threshold \( v_{\text{walking}} \). Then, we average all the walking speed values to obtain \( v_d \). In this work we choose \( v_{\text{walking}} = 0.8m/s \).

B. Genetic Algorithm

The genetic algorithm is a class of evolutionary algorithms commonly used for the parameter calibration of social force based models. The algorithm imitates the process of natural selection. Basic operators in the genetic algorithm include mutation, crossover, and selection. It is a randomized search algorithm that explores a wide range of solutions while in the meantime applicable to a variety of optimization problems.

The parameters to be calibrated are combined into a vector \( \theta = [\beta_{\text{ped}}, \beta_{\text{veh}}, r_N, d_{\text{nav}}, K_{\text{nav}}, N_j, d_{\text{nav}}] \) as the genetic representation of the solution for the genetic algorithm. The fitness function is defined as:

\[
f_{\text{fit}}(\theta) = \frac{1}{n} \sum_{j=1}^{n} f_{\text{fit}}^j(\theta),
\]

where \( n \) is the total number of data samples and \( f_{\text{fit}}^j(\theta) \) is the fitness value of a particular data sample. For each sample \( j \):

\[
f_{\text{fit}}^j(\theta) = \frac{1}{k} \sum_{i=1}^{k} ||p_{\text{sim}}^i - p_{\text{gt}}^i||,
\]

which is the average displacement error between the simulated trajectory \( p_{\text{sim}}^i = [p_{\text{sim}}^i, p_{\text{sim}}^{i+1}, \ldots, p_{\text{sim}}^{i+k}] \) and the ground truth trajectory \( p_{\text{gt}}^i = [p_{\text{gt}}^i, p_{\text{gt}}^{i+1}, \ldots, p_{\text{gt}}^{i+k}] \). The simulated trajectory \( p_{\text{sim}}^i \) is obtained by simulating the ego pedestrian in a data sample using \( f_{\text{ped}}(\cdot, \theta) \), initialized with the first point in \( p_{\text{gt}}^i \), i.e., \( p_{\text{sim}}^0 = p_{\text{gt}}^0 \). In the process of the simulation, the states of the surrounding agents always use the ground truth values.

C. Calibration

Two types of calibration are conducted in this work. The first type is called universal calibration. It searches for a unique best parameter vector \( \theta^* \) by assuming that all pedestrians are homogeneous. This assumption is acceptable because this work focuses on collective pedestrian motion instead of the individual motion of a particular pedestrian.

The second type is called group calibration. In this case, the previous assumption is slightly modified to allow different motion characteristics [42]. Pedestrians are classified into different groups. A unique best parameter vector \( \theta^*_i \) will be found for each group \( i \).

Figure 6 compares the process of universal calibration and group calibration. The universal calibration directly applies the genetic algorithm. The output is exactly \( \theta^* \). The group calibration goes through a process of individual calibration, clustering, and group calibration. In the individual calibration, each pedestrian/sample is calibrated separately to obtain a preliminary parameter vector. The preliminary parameters of all the pedestrians are treated as the pedestrian motion features. Then the K-means algorithm [15] is used to cluster and analyze the motion features and consequently, the pedestrians are classified into different groups. Finally, the pedestrians in each group \( i \) are calibrated together again by the genetic algorithm to obtain the best parameter vector \( \theta^*_i \).

VII. Evaluation

A. Data-based Evaluation

Data-based evaluation utilizes the scenarios in the dataset to quantitatively evaluates the model. It evaluates the quality of the simulated ego pedestrian trajectory \( p_{\text{sim}} \) in each data sample. \( p_{\text{sim}} \) is obtained in the same way as in the calibration (see section VI-B). The following metrics are used for the evaluation:

- Adjusted Average Displacement Error (aADE): Average displacement error (ADE) is one of the most common metrics for pedestrian trajectory evaluation, especially for the trajectory obtained by prediction [25]. In this work,
the simulated trajectory are evaluated in a similar way, but with some modification. ADE is defined as the error between the simulated trajectory and the ground truth trajectory: $e_{\text{ADE}} = \frac{1}{k} \sum_{i=1}^{k} \| p_{\text{sim}}^i - p_{\text{gt}}^i \|$. However, in our data samples, the length $k$ of the ego trajectory varies. To account for the varied length, the adjusted ADE is used instead:

$$e_{\text{aADE}} = \frac{k_0}{k} e_{\text{ADE}}, \quad (25)$$

where $k_0$ is a fixed pre-selected time step to normalize the error so that the effect of the different trajectory length can be eliminated. This is under the assumption that the error increases in a linear fashion as $k$ increases.

- **Adjusted Final Displacement Error (aFDE):** Final displacement error (FDE) is another common metric. Instead of the whole trajectory, it considers the last point on the trajectory: $e_{\text{FDE}} = \| p_{\text{sim}}^k - p_{\text{gt}}^k \|$. Similar to ADE, this work proposes to use the adjusted FDE:

$$e_{\text{aFDE}} = \frac{k_0}{k} e_{\text{FDE}}. \quad (26)$$

- **Collision Index (CI):** Since the pedestrian model specifically considers vehicle influence, it is necessary to implement a safety-related metric. Therefore, the collision index (CI) is proposed to penalize any collision between the ego pedestrian and the vehicle. $\text{CI} \in [0, 1]$ is defined as the proportion of the simulated trajectory that overlaps the vehicle occupancy. $\text{CI} = 0$ means no collision.

To justify the data-based evaluation, two baseline models are compared with the proposed SG-SFM. The comparison also includes the proposed model with universal calibration and group calibration. These models are summarized as follows:

- **Constant Velocity Model:** This model assumes the pedestrian moves toward the final destination $p_{\text{des}}$ with the desired speed $v_d$ without any reaction to other agents. It is denoted as CV.

- **Ordinary Social Force Model:** The ordinary social force model [10] is used as the primary baseline. The friction force is dropped because there is no overcrowded situation, which is a design in the original work for pedestrian evacuation simulation. The original model does not specifically consider vehicle influence, so the vehicle is treated as a rectangular static obstacle composed of the current vehicle occupancy and the predicted vehicle occupancy, as in figure[2]. This model is denoted as SFM.

- **Proposed Models:** The proposed models obtained by both universal calibration and group calibration are compared with the above models. They are denoted as SG-SFM-u and SG-SFM-g, respectively.

B. Simulation-based Evaluation

Simulation-based evaluation checks the pedestrian motion generated by the process $P$ for all the scenario configurations $C \in \mathcal{F}_C$. $\mathcal{F}_C$ is the set of fundamental scenarios that are constituted by a series of systematically designed patterns of how the pedestrians are commonly influenced by the vehicle.

These scenarios are illustrated in figure[7]. They are divided into 4 categories (one category in each row): pedestrian-only interaction, vehicle front/back interaction, vehicle 45-degree interaction, and vehicle lateral interaction. For each category, 3 specific scenarios are designed to represent the most common interaction patterns.

In these scenarios, the vehicle motion is designed to maintain a relatively low constant velocity so that it can imitate the cautious driving behavior in shared spaces. The motion is generated using a policy $P_{\text{veh}}$ that applies a pure-pursuit controller on a bicycle model [43] to follow a pre-defined reference path. The vehicle is not programmed to actively stop for the pedestrians, otherwise in most cases the vehicle just does not move and is to some extent regarded as a static obstacle. More advanced vehicle maneuvers can be easily generated by changing the configurations of $P_{\text{veh}}$.

VIII. Experiments

A. Datasets

To verify how well the proposed model generalizes in different real-world scenarios, three different datasets were applied.
TABLE II
Calibrated Parameters

<table>
<thead>
<tr>
<th>Type</th>
<th>( \beta_{\text{ped}} )</th>
<th>( \beta_{\text{veh}} )</th>
<th>( \tau_{x} )</th>
<th>( d_{x} )</th>
<th>( K_{\text{nav}} )</th>
<th>( N_{j} )</th>
<th>( d_{\text{nav}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBS universal</td>
<td>2.99</td>
<td>3.60</td>
<td>2.00</td>
<td>0.50</td>
<td>391.06</td>
<td>114</td>
<td>3.22</td>
</tr>
<tr>
<td>HBS_group_0</td>
<td>3.00</td>
<td>2.92</td>
<td>4.79</td>
<td>1.00</td>
<td>495.65</td>
<td>80</td>
<td>3.89</td>
</tr>
<tr>
<td>HBS_group_1</td>
<td>3.00</td>
<td>3.54</td>
<td>2.00</td>
<td>0.50</td>
<td>800.00</td>
<td>94</td>
<td>3.00</td>
</tr>
<tr>
<td>HBS_group_2</td>
<td>3.00</td>
<td>3.57</td>
<td>2.00</td>
<td>0.50</td>
<td>200.00</td>
<td>120</td>
<td>3.00</td>
</tr>
<tr>
<td>CITR universal</td>
<td>3.00</td>
<td>3.51</td>
<td>2.00</td>
<td>0.50</td>
<td>286.66</td>
<td>86</td>
<td>3.74</td>
</tr>
<tr>
<td>CITR_group_0</td>
<td>2.97</td>
<td>3.60</td>
<td>2.04</td>
<td>0.51</td>
<td>247.91</td>
<td>82</td>
<td>3.41</td>
</tr>
<tr>
<td>CITR_group_1</td>
<td>3.00</td>
<td>3.58</td>
<td>2.00</td>
<td>0.50</td>
<td>271.75</td>
<td>80</td>
<td>3.00</td>
</tr>
<tr>
<td>CITR_group_2</td>
<td>3.00</td>
<td>3.25</td>
<td>2.09</td>
<td>0.50</td>
<td>324.49</td>
<td>80</td>
<td>5.23</td>
</tr>
<tr>
<td>DUT_uniform</td>
<td>3.00</td>
<td>3.60</td>
<td>2.00</td>
<td>0.50</td>
<td>257.98</td>
<td>80</td>
<td>3.00</td>
</tr>
<tr>
<td>DUT_group_0</td>
<td>2.98</td>
<td>3.33</td>
<td>2.00</td>
<td>0.50</td>
<td>200.00</td>
<td>80</td>
<td>3.00</td>
</tr>
<tr>
<td>DUT_group_1</td>
<td>3.00</td>
<td>3.26</td>
<td>2.01</td>
<td>0.50</td>
<td>243.09</td>
<td>102</td>
<td>3.00</td>
</tr>
<tr>
<td>DUT_group_2</td>
<td>3.00</td>
<td>3.60</td>
<td>2.00</td>
<td>0.68</td>
<td>238.74</td>
<td>80</td>
<td>3.00</td>
</tr>
</tbody>
</table>

for the parameter calibration and the data-based evaluation. They are Hamburg Bergedorf Station (HBS) [3], Control and Intelligent Transportation Research Lab (CITR) dataset [13], and Dalian University of Technology (DUT) dataset [14], which primarily cover pedestrian motion under vehicle influence. An illustration of the scenarios in these datasets is shown in figure 8. HBS is a shared street scenario where low-speed vehicles constantly interact with crossing pedestrians. CITR records controlled experiments where the vehicle interacts with a number of pedestrians from different directions. DUT captures campus scenarios of a shared roundabout and an unconstrained crosswalk at an intersection. In the process of the data sample preparation, the time step is set as 0.5s. After the processing, HBS, CITR, and DUT have 199, 208, and 584 data samples, respectively.

B. Implementation

The experiment was conducted using Python. DEAP framework [44] was applied to facilitate the implementation of the genetic algorithm. The genetic algorithm was initialized with a population of 50, with each individual being the tuned parameter values obtained in the previous step. At each iteration, 4 best individuals were kept, the remaining individuals went through the operations of tournament selection, crossover, and mutation. In the clustering step of the group calibration, the number of clusters/groups in K-means was set as 3, which was determined based on the elbow method [13] over the clustering result from the dataset.

In the data-based evaluation, the normalizing time step is set to \( k_{0} = 10 \), which corresponds to a simulated horizon of 5s with the time step \( \Delta t = 0.5s \). This selection roughly matches the commonly applied evaluation horizon of 4.8s in pedestrian-only evaluation [20], [42], which evaluates 12 frames with a different time step of 0.4s due to the data annotation. In the simulation-based evaluation, each scenario in figure 7 was simulated using different number \( n_{\text{sim}} \) of pedestrians in each pedestrian flow (red arrow in figure 7). A combination of \( n_{\text{ped}} = 1, 5, 10 \) was determined to cover different pedestrian densities. The vehicle motion is set to cruise at a speed of 2.0m/s.

Table III displays the calibrated parameters for each dataset and each mode of calibration. Table III shows the data-based evaluation results. In each entry of table III, the reported 3 scores are aADE, aFDE, and CI, respectively. The CV baseline has better aADE and aFDE scores in CITR and DUT datasets. However, CV baseline generates the highest CI scores for all datasets, which is unacceptable. Therefore, the following analysis is based on the comparison among SFM, SG-SFM-u, and SG-SFM-g, excluding CV.

For each dataset, the bold number indicates the best score, and the blue number indicates the second-best score. Overall, the proposed SG-SFM achieved better performance. In HBS and CITR datasets, SFM is outperformed by SG-SFM-u/SG-SFM-g in all metrics. In the DUT dataset, SFM is slightly better than SG-SFM-u/SG-SFM-g in aADE and aFDE, but not in CI. This is acceptable because based on the design of SFM, there is a trade-off between the aADE/aFDE score and the CI. In SFM, the CI can be reduced by tuning the parameters at the cost of increased aADF/aFDE.

Since existing works do not have a quantitative result in our configuration, we need to verify that these metric scores fall into a reasonable range. Our aADF/aFDE scores are comparable to the state-of-the-art ADE/FDE scores for the models that only consider pedestrian-to-pedestrian interaction [25]. Their ADE/FDE scores are around the values of 0.5m/1.0m that account for the motion of 4.8s. In our work, with additional consideration of vehicle influence, we still get comparable results, which validates the quantitative scores.

Comparing SG-SFM-u with SG-SFM-g, SG-SFM-g is always better than SG-SFM-u. This is consistent with what we expected. Introducing different characteristics for the pedestrian motion essentially increases the model complexity. As a result, SG-SFM-g should have better performance.

Figure 9 shows the threshold of aADE vs. the percentage correctly simulated trajectory. For a particular threshold \( T \)
Fig. 10. Simulation snapshots of the last scenario of the category of pedestrian-only interaction (row 1 and column 3 in figure 7). Pedestrians (small circles) belonging to different flows are marked by different colors. The arrow associated with each pedestrian indicates the velocity vector.

Fig. 11. Simulation snapshots of the last scenario of the category of vehicle front/back interaction (row 2 and column 3 in figure 7). Pedestrians (small circles) belonging to different flows are marked by different colors. Blue rectangle is the vehicle. The arrow indicates the velocity vector.

Fig. 12. Simulation snapshots of the last scenario of the category of vehicle 45-degree interaction (row 3 and column 3 in figure 7). Pedestrians (small circles) belonging to different flows are marked by different colors. Blue rectangle is the vehicle. The arrow indicates the velocity vector.

Fig. 13. Simulation snapshots of the last scenario of the category of vehicle lateral interaction (row 4 and column 3 in figure 7). Pedestrians (small circles) belonging to different flows are marked by different colors. Blue rectangle is the vehicle. The arrow indicates the velocity vector.
(a value in x axis), if the \( \varepsilon^{ADE} < T \), then the corresponding trajectory is considered to be correctly simulated. The results of these graphs are in accordance with the results in Table III. For HBS and CITR datasets, SG-SFM-g is the best for most range of the threshold, while SG-SFM-u is the second best. In the DUT dataset, both SG-SFM-g and SG-SFM-u achieve comparable results to SFM. Note that the CV baseline is much better than other methods in the DUT dataset. A possible reason is that the DUT dataset contains more linear motion trajectories than the other two datasets.

**B. Simulation of Fundamental Scenarios**

Figure 14 shows the simulated pedestrian trajectories in all fundamental scenarios. The position of each scenario in figure 14 matches the position in figure 7. Here the simulated trajectories are generated using the model calibrated over the DUT dataset using universal calibration. The simulations of the models calibrated with other configurations have similar performance. In the following descriptions, the simulation results are analyzed category by category (row by row). For each category, the simulation snapshots of the last scenario (last column in figure 7) are also created to investigate the detailed pedestrian motion. The last scenarios are chosen because they cover all the interaction patterns in the corresponding categories. The snapshots are shown in figure 10, figure 11, figure 12 and figure 13 respectively. In these figures, a blue rectangle indicates a vehicle, while a small circle indicates a pedestrian. The associated arrow on a pedestrian or a vehicle indicates the velocity vector. Different pedestrian flows are differentiated by different colors.

In the first category of pedestrian-only interaction (1st row in figure 14), the pedestrians are able to navigate around and avoid collision with surrounding pedestrians. This is further demonstrated in figure 10 by showing the snapshots of scenario No. 3. Also, by observing the simulated trajectories of scenario No. 1 in figure 14, when two pedestrian flows encounter each other, the lane formation phenomenon can be identified. This is a common observation of reasonable pedestrian behavior in pedestrian-to-pedestrian interaction.

In the second category of vehicle front/back interaction (2nd row in figure 14), the pedestrians successfully create space for the vehicle in both the front and back interaction, which indicates the pedestrians can properly navigate around the incoming vehicle. Specifically, figure 11 shows the snapshots of scenario No. 6, we can further confirm that there is no collision between pedestrians and the interacting vehicle.

In the third category of vehicle 45-degree interaction (3rd row in figure 14), the pedestrians show interesting behaviors. Taking the snapshots of scenario No. 9, as illustrated in figure 12, for example, when the vehicle is still far enough, some pedestrians decide not to yield and continue to move. While the vehicle is approaching, they accelerate a little bit to clear the danger. In contrast, some other pedestrians decide to yield because the vehicle is quite close. In the process of yielding, they slowly move in the direction parallel to the vehicle moving direction so that they can reach the destination sooner. The above behaviors are exactly the phenomena commonly observed in real-world situations.

In the last category of vehicle lateral interaction (4th row in figure 14), in addition to successfully avoiding the collision with the vehicle, it is also observed that some pedestrians are trying to find a gap between the two vehicles. For example in scenario No. 12, as illustrated by the snapshots in figure 13. Some pedestrians decide to continue moving in between the two vehicles when the later vehicle is still at a certain distance away from the interaction. Other pedestrians decide to wait until the later vehicle has passed in interaction area. In the whole process, there is no collision with vehicles. This is also a common behavior in real-world situations.

In sum, the above observation and analysis in simulation-based evaluation demonstrated that the proposed SG-SFM can generate realistic pedestrian behavior under different vehicle-pedestrian interaction scenarios. Together with the data-based evaluation, the effectiveness of the proposed model was successfully verified.

**X. Conclusion**

This work proposed the sub-goal social force model (SG-SFM) for the collective pedestrian motion under vehicle influence. The proposed model builds on the ordinary social force model with the integration of the sub-goal concept so that the influence from the surrounding pedestrians and vehicles can be easily combined. The model was successfully calibrated in two different ways over three different datasets. The quantitative evaluation over the three different datasets demonstrated the model generalization in different scenarios. Furthermore, a simulation-based evaluation over a series fun-
damental scenarios of different types of vehicle influences further demonstrated the effectiveness of the model.

Future improvements include the model design itself and the process of the calibration and the evaluation. First, the modeling of the vehicle influence can be improved. The major challenge of generic pedestrian motion modeling lies in the coverage of unusual vehicle-pedestrian interaction patterns. To address this issue, data-driven designs are worth exploring, as the dataset may contain some interaction patterns that are unnoticed by designers. This further requires the collection and creation of more datasets of various scenarios. Second, there could be a better way of calibrating the model, depending on how the model is designed. If the model is designed in such a way that some gradient-based calibration approach is applicable, it will be a huge progress in this field. Last, some quantitative criteria such as evaluating pedestrian’s local density or squeezing phenomena can be designed to justify the pedestrian motion in the simulation-based evaluation. However, properly designing such criteria requires further investigation. Besides that, fundamental scenarios can also be extended to cover more vehicle maneuvers.
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